© 2015 

Levi L. I., Doctor of Technical Sciences, Professor

Poltava State Agrarian Academy

MODELING DEPENDENCIES «MULTIDIMEN​SIONAL INPUT–OUTPUT» FOR AUTOMATION OF CONTROL PROCESSES UNDER UNCERTAINTY 

Reviewer – Doctor of Technical Sciences, Professor V. P. Dmitrikov

In work considered technology allows to build multivariate dependence with continuous output by combining the advantages of soft computing and regression analysis, given the opportunity, the definition of importance of input variables and their necessary interactions. However, when modeling objects with continuous output when a sufficient accuracy of the determination of a precise value of the output value is necessary, the identification of the parameters of fuzzy regression equations using the least squares method and parameters of membership functions by statistical processing of expert information is not sufficient to provide the desired accuracy. It requires configuration on the training set of a fuzzy regression model in accordance with the testing sample.
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Statement of the problem. Technological processes, which are discussed in various fields of production, may not always have adequate analytical description of the lack of knowledge of their internal features. When solving practical problems frequently, you may need to build a dependency «a lot of inputs – one output» [1] according to the experimental data. In the case of functions of one variable, such dependence does not cause any difficulties: a set of points in the plane one can always find a curve that adequately reflects the existing relationship between the variables. The task is complicated in the case of increasing the number of input parameters that affect the output value. This is because it is almost impossible to find a surface which really reflects the dependence between the variables. 

Analysis of recent researches and publications, which begаn to solve this problem. To solve unformalize task of determining a multidimensional function «inputs-outputs», in the presence of fuzzy information, a method of modeling of fuzzy knowledge bases, determining the causal relationships between the input variables and the output variable. Subject to the principle of two-stage configuration of the bases of fuzzy knowledge. In accordance with this principle, the construction of the model of nonlinear plant is carried out in two stages, which are an analogy of the stages of structural and parametric identification, characteristic of the classical methods [2, 6]. 

The first stage consists of the formation of expert information on the model object by building the knowledge base and coarse adjustment of this model [2–4]. This approach is traditional for fuzzy systems and does not guarantee the coincidence of theoretical and experimental data. The second stage is necessary for fine tuning of fuzzy models by learning from experimental data. The training model consists in the selection of the parameters of the membership functions and weights of the rules IF-THEN by minimizing the difference between desired experimental and theoretical data. Learning fuzzy model is advisable to carry out the methods of evolutionary programming and genetic algorithms, which are analogous to the random search using the operations of crossing, mutation and selection [2–8]. 

The aim of the study is to develop the theoretical aspects of the problems of identification and control of complex technical systems under uncertainty using fuzzy models and adaptive algorithms. 

The subjects of research are mathematical algorithms and programs for automatic control of complex technical systems in conditions of information uncertainty. 

Research methods include models and methods of fuzzy logic, artificial neural networks, genetic algorithms, adaptive control of complex technical systems in conditions of uncertainty. 

The results of the study. The difficulties identified in the problem statement, to a certain extent, can be solved for particular cases, by the use of linear regression equation. Multivariate relation between control parameters with effective symptom may be represented by the following equation multiple regression 
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 are the unknown regression coefficients. 

When considering pairwise interactions, which often satisfy a particular model, the regression equation becomes nonlinear in the factors: 
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The main drawback of this modeling is that in equations of the type considered input variables are numeric-only nature, but in many cases, in the presence of linguistic information on effective symptom have a big impact and qualitative factors with a greater number of levels. 

The problem of accounting quality information to solve by introducing into the equation the dummy variables. As dummy variables use dichotomic (binary) variables that take on two values: 0 and 1. With the introduction of the dummy variables regression model would be: 
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If qualitative feature that is seen with grades k, then the model can introduce a discrete variable that takes the same values. Usually injected into the model ( k-1) binary variables: 
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In this approach, the number of binary variables must be 1 less than the number of gradations of the qualitative variable. 

The approaches have left the vaguely-specified information: the impossibility of accounting qualitative (linguistic) variables that have a fuzzy nature, and the impossibility of accurate measurement of quantitative variables. 

Alternative to existing approaches with respect to the approximation of a multidimensional function is the fuzzy mathematics, which had a rapid development in the 90s of the last century and a huge demand in Asian countries, especially in Japan. Recently a huge demand is the practical application of the developed approaches using Fuzzy logic. 

The most common fuzzy modeling has received approaches based on fuzzy logic reasoning algorithms of Mamdani, Larsen and Takagi-Sugeno. Approximation of nonlinear dependencies in fuzzy logical conclusion, as with any methods modeling has certain disadvantages, among which the most significant are as follows [3]: 

• the production rules do not provide for taking into account the degree of influence of input variables on the productive symptom; 

• system of fuzzy inference, especially when a large number of input variables may, in some cases, for small values of membership functions of input variables to their terms, to receive inaccurate calculations; 

• in the procedure of fuzzy inference there is no possibility of accounting between the input variables interactions of any order. 

Lately more and more trend of an integrated approach to the various methods of modeling using modern intelligent technology that allows you to overcome certain difficulties of using each of them separately. One of such modern trends is «Soft Computing», which combines fuzzy logic, neural networks, genetic computing and other technologies. However, there are still many challenges, among them those that discussed above. 

In [3] offered approach to overcome these difficulties in classification problems, that is, when high-quality productive basis, through the integrated use of soft computing and regression analysis. However, the construction of multivariate dependence with continuous output remains pending. 

Classical regression analysis allows us to construct multivariate dependence on experimental data matrix X has the following form: 

X   = 
[image: image7.wmf]÷

÷

÷

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

ç

ç

ç

è

æ

N

l

Nn

Ni

N

N

li

l

l

n

i

n

i

y

y

y

y

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

K

2

1

2

1

ln

2

1

2

2

22

21

1

1

12

11

.

The value of the output variable will be divided into m subintervals: 
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Consider the use of each of these interval nonlinear regression equation: 
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where 
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 in the l-th experiment is favorable for getting the value of the output variable in the j-th subintervals, 
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 - the number, establishing the degree of belonging of the output variable of the j-th subintervals for certain values of input variables of the l-th experiment. 

To facilitate calculations we introduce the following notation. The coefficients of the j-th regression equation will look for a matrix, which corresponds to j-th interval:
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The matrix of the unknown parameters of the model (3) we write in the form 
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The matrix of values of the output variable in the fuzzy form is: 


[image: image18.wmf](

)

N

j

l

j

j

j

T

j

y

y

y

y

Y

K

K

2

1

=

,

where 
[image: image19.wmf](

)

l

d

l

j

X

y

j

m

=

 - a number that establishes the extent to which favorably falling value of the output variable in the j-th subintervals, when the set of input variables forms a vector 
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. This number can be calculated by fuzzy inference based on the experience of its use in one of known algorithms, as the value of the membership functions with such vectors of input variables in which it is greater than 0,5, to avoid the problems discussed above. 

Then in matrix form the model (3) will be of the form Yj = НjАj. 

For each of the intervals to build the regression equation, the coefficients of which will search by using the method of least squares: 
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The values 
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 fuzzy set of values, enabling the ingress of the output variable in the j-th subintervals. Therefore, the output variable of the model (3) also useful to represent the membership function of the same type as the function 
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 of the output variable you want to apply operations on fuzzy numbers. If you use bell model of membership function 
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 that has only two settings: b – coordinate of the maximum of the function, and c is the coefficient of expansion, then the membership functions 
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After calculating the function values 
[image: image32.wmf](

)

y

j

d

m

 for each of subintervals with a fixed vector of input variables necessary for a finding of clear number to perform operation defuzzification. This is advisable to split the interval 
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With the use of interval 
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 partitioning formula of defuzzification by the method of center of gravity is: 
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              (6)

At the second stage it is advisable to conduct a parametric identification of the fuzzy regression model by adjusting its parameters by genetic algorithms and neural networks. 

The configuration task model (1) consists in selecting for each of the intervals source variable such values of vectors of parameters 
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which would minimize the difference between model and reference the result of [3, 4]: 


[image: image42.wmf](

)

[

]

å

å

=

=

=

ï

þ

ï

ý

ü

ï

î

ï

í

ì

-

M

l

C

B

m

j

l

l

y

y

C

B

A

X

F

1

,

1

2

min

,

,

,

.           

      (7)

Such parametric identification can be carried out by the training set of genetic algorithms, where a chromosome is a vector consisting of the components of the vectors 
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. The procedure of this configuration is to identify genes chromosomes through transactions of crossing and mutation [5], which would ensure the condition (7). 

Conclusion. The technology in question allows by combining the advantages of soft computing and regression analysis to build multivariate dependence with continuous output, considering how the ability to determine the significance of input variables and their interactions is required. However, when modeling objects with continuous output when a sufficient accuracy of the determination of a precise value of the output value, the identification of the fuzzy parameters of the regression equation by the method of least squares and the parameters of membership functions by statistical processing of expert information is not sufficient to provide the desired accuracy. Thus, you need to configure on the training set of a fuzzy regression model in accordance with the testing sample. 
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