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Statement of the problem. Experimental research methods are widely used in the industries of machine building, instrumentation, chemical industry when searching for the optimal calculation technology, the optimal design of the devices, favorable characteristics of the systems, the ratio of the formulations, the best time for the process. Therefore, it is important systematization of experimental studies aimed at obtaining adequate mathematical models of the processes. Natural desire of experimentalists is to optimize the parameters of production processes and systems with minimal time and monetary costs. The most promising are methods of active planning of the experiment, characterized by versatility and suitability for use in many research areas.

The analysis of the current status of automation of experimental researches of technological processes, devices and systems allowed us to formulate a basic scientific issue is the reduction of time and costs when conducting experimental research of technological processes, devices and systems aimed at mathematical modeling modes of operation, through the development and implementation of methods of synthesis of optimal designs of experiments in conditions of limited financial and time resources.

Analysis of recent researches and publications. There is great importance to develop strategies of optimal planning of the experiment to improve the efficiency of experimental research, a significant contribution to the development was the works of Y. P. Adler. [1], T. I. Golikova [2], V. V. Nalimov [3], Fisher [4, 5], K. Henkelman [9], Ye. Castilo [10], V. Chen [11] D. Cox [12], P. Rao [13] and others. However, in developed strategies it appropriate to extend the scope of finding optimal plans of the experiment due to the conditions of limited financial and time resources of the experiments.

The problem of constructing optimal cost or time costs of experiment plans can be solved through the modification of existing and new computational methods and algorithms, which consider the real technical and technological problems and ensure the creation of effective software for computer implementation of the methods of synthesis of optimal designs of experiments in conditions of limited financial and time resources.

The aim is to reduce cost and time costs in conducting of experimental research through the development and implementation of methods of synthesis of optimal designs of experiments in conditions of limited financial and time resources.

To achieve the aim there are following objectives:

· conduct the analysis of existing combinatorial plans of experiment, optimization criteria, and software and hardware implementation of the tasks of experiments’ automation ;

·  to develop a theory based on the representation of combinatorial plans of multifactorial experiment (MFE) in the form of a serial sequence;

–    to develop optimization methods for cost and time costs of experiment plans;

Methods of research. When solving this problem, we use the basic provisions of the theory of combinatorial analysis, experiment planning, symbol sequences, sets, modeling, mathematical statistics, optimization, programming, namely combinatorial methods the theory of symbolic sequences, set theory, and optimization methods such as the exhaustive search, random search, branch-and-bound, approximation apply to optimize plans of experiment with the cost and time costs. Devices and systems methods of planning of experiment and mathematical statistics are used to build mathematical models of technological processes, and optimization of these objects is performed by a gradient method.
The results of the study. Current approaches to the implementation of the methods of planning of experiment are designed to extend the technology of the industrial planning of the experiment and consist of integrated methods and tools for the planning, execution and analysis of the experiment. 

It is proved that a promising direction is unification and typification plans of the experiment, based on the classification of the plans of the experiment. Known methods which use the theory of enumeration of combinatorial analysis, focused mostly on individual objects, individual problem solving and are quite consuming, and formulas which are derived, very bulky, and hardly focused on the task of the experiment’s planning [4]. Therefore, there is a need of the development of new methods of the enumeration experiment’s plans that have certain properties and will make it possible to build catalogs of standard solutions.
We suggest method of plans’ optimization of multifactorial experiment on the basis of serial sequences, taking into account the sequence of the levels factor’s change. For the formal presentation of MFE plans, taking into account the sequence of the levels of factors’ change, developed theory is based on the representation of combinatorial plans in the form of serial sequences. It is shown that by changing the order of execution of the experiments, the form of sequences of changes of factor’s levels corresponding to serial sequences and the total cost of the experiment changes. Given this presentation, the task of finding the optimal plan of MFE reduces to analyzing and searching serial sequences.
A procedure for their construction is developed for study the properties of serial sequences, operations on them. Suppose you have an alphabet 
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The set of symbol sequences introduced the following operations.
1. Merge of sequence Р
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In table 1 it is showed the values of L(r, n) for r = 2,...,6, n = 2,...,10, and in table 2 – the number of (r, n) sequences to all n sequences.

Table 1. Number (r, n) sequences for r = 2,...,6, n = 2,...,10

	r/n
	2
	3
	4
	5
	6
	7
	8
	9
	10

	2
	2
	6
	14
	30
	62
	126
	254
	510
	1022

	3
	
	6
	36
	150
	540
	1806
	5796
	18150
	55980

	4
	
	
	24
	240
	1560
	8400
	40824
	186480
	818520

	5
	
	
	
	120
	1800
	16800
	126000
	834120
	5103000

	6
	
	
	
	
	720
	15120
	191520
	1905120
	16435440


Table 2. Number (r, n) sequences to all n sequences for r = 2,...,6, n = 2,...,10
	r/n
	2
	3
	4
	5
	6
	7
	8
	9
	10

	2
	50
	75
	87,5
	93,8
	96,9
	98,4
	99,2
	99,6
	99,8

	3
	
	22,2
	44,4
	61,7
	74,1
	82,6
	88,3
	92,2
	94,8

	4
	
	
	9,38
	23,4
	38,1
	51,3
	62,3
	71,1
	78,1

	5
	
	
	
	3,84
	11,5
	21,5
	32,3
	42,7
	52,3

	6
	
	
	
	
	1,54
	5,40
	11,4
	18,
	27,2


So, a share (r, n) sequences to all n sequences are significant, to build the set (r,n) you can use the sequence of successive generation n bit sequences P = {p1,…, pn}, i element of which pi ( ( (i = 1,…,n), to determine the number of different symbols in the sequence (() and select sequence from ( = r. 
Table 3. There are examples (3,4) of sequences.

	№
	p1
	p2
	p3
	p4
	№
	p1
	p2
	p3
	p4
	№
	p1
	p2
	p3
	p4
	№
	p1
	p2
	p3
	p4

	1
	0
	0
	1
	2
	10
	0
	2
	1
	1
	19
	1
	1
	2
	0
	28
	2
	0
	1
	2

	2
	0
	0
	2
	1
	11
	0
	2
	1
	2
	20
	1
	2
	0
	0
	29
	2
	0
	2
	1

	3
	0
	1
	0
	2
	12
	0
	2
	2
	1
	21
	1
	2
	0
	1
	30
	2
	1
	0
	0

	4
	0
	1
	1
	2
	13
	1
	0
	0
	2
	22
	1
	2
	0
	2
	31
	2
	1
	0
	1

	5
	0
	1
	2
	0
	14
	1
	0
	1
	2
	23
	1
	2
	1
	0
	32
	2
	1
	0
	2

	6
	0
	1
	2
	1
	15
	1
	0
	2
	0
	24
	1
	2
	2
	0
	33
	2
	1
	1
	0

	7
	0
	1
	2
	2
	16
	1
	0
	2
	1
	25
	2
	0
	0
	1
	34
	2
	1
	2
	0

	8
	0
	2
	0
	1
	17
	1
	0
	2
	2
	26
	2
	0
	1
	0
	35
	2
	2
	0
	1

	9
	0
	2
	1
	0
	18
	1
	1
	0
	2
	27
	2
	0
	1
	1
	36
	2
	2
	1
	0


For each (r, n) sequences we determine it’s structure (А), composition (V), type of serial sequences

(Т). Two serial sequences are of the same type if they have the same structure (V) and differ in the composition. In table 4 it shows the characteristics of (3, 4) sequences.
	№

п/п
	A
	V
	T
	№

п/п
	A
	V
	T

	
	a1
	a2
	a3
	a4
	v1
	v2
	v3
	v4
	
	
	a1
	a2
	a3
	a4
	v1
	v2
	v3
	v4
	

	1
	0
	1
	2
	
	2
	1
	1
	
	1
	19
	1
	2
	0
	
	2
	1
	1
	
	13

	2
	0
	2
	1
	
	2
	1
	1
	
	2
	20
	1
	2
	0
	
	1
	1
	2
	
	13

	3
	0
	1
	0
	2
	1
	1
	1
	1
	3
	21
	1
	2
	0
	1
	1
	1
	1
	1
	14

	4
	0
	1
	2
	
	1
	2
	1
	
	1
	22
	1
	2
	0
	2
	1
	1
	1
	1
	15

	5
	0
	1
	2
	0
	1
	1
	1
	1
	4
	23
	1
	2
	1
	0
	1
	1
	1
	1
	16

	6
	0
	1
	2
	1
	1
	1
	1
	1
	5
	24
	1
	2
	0
	
	1
	2
	1
	
	13

	7
	0
	1
	2
	
	1
	1
	2
	
	1
	25
	2
	0
	1
	
	1
	2
	1
	
	17

	8
	0
	2
	0
	1
	1
	1
	1
	1
	6
	26
	2
	0
	1
	0
	1
	1
	1
	1
	18

	9
	0
	2
	1
	0
	1
	1
	1
	1
	7
	27
	2
	0
	1
	
	1
	1
	2
	
	

	10
	0
	2
	1
	
	1
	1
	2
	
	2
	28
	2
	0
	1
	2
	1
	1
	1
	1
	

	11
	0
	2
	1
	2
	1
	1
	1
	1
	8
	29
	2
	0
	2
	1
	1
	1
	1
	1
	20

	12
	0
	2
	1
	
	1
	2
	1
	
	2
	30
	2
	1
	0
	
	1
	1
	2
	
	21

	13
	1
	0
	2
	
	1
	2
	1
	
	9
	31
	2
	1
	0
	1
	1
	1
	1
	1
	22

	14
	1
	0
	1
	2
	1
	1
	1
	1
	10
	32
	2
	1
	0
	2
	1
	1
	1
	1
	23

	15
	1
	0
	2
	0
	1
	1
	1
	1
	11
	33
	2
	1
	0
	
	1
	2
	1
	
	21

	16
	1
	0
	2
	1
	1
	1
	1
	1
	12
	34
	2
	1
	2
	0
	1
	1
	1
	1
	24

	17
	1
	0
	2
	
	1
	1
	2
	
	9
	35
	2
	0
	1
	
	2
	1
	1
	
	17

	18
	1
	0
	2
	
	2
	1
	1
	
	9
	36
	2
	1
	0
	
	2
	1
	1
	
	21


Catalogue of typical (3, 4) serial sequences are shown in table 5.
	№
	a1
	a2
	a3
	a4
	Col.
	№
	a1
	a2
	a3
	a4
	Кол.
	№
	a1
	a2
	a3
	a4
	Col.

	1
	0
	1
	2
	
	3
	9
	0
	1
	2
	1
	1
	17
	1
	2
	0
	2
	1

	2
	0
	2
	1
	
	3
	10
	0
	2
	0
	1
	1
	18
	1
	2
	1
	0
	1

	3
	1
	0
	2
	
	3
	11
	0
	2
	1
	0
	1
	19
	2
	0
	1
	0
	1

	4
	2
	0
	1
	
	3
	12
	0
	2
	1
	2
	1
	20
	2
	0
	1
	2
	1

	5
	1
	2
	0
	
	3
	13
	1
	0
	1
	2
	1
	21
	2
	0
	2
	1
	1

	6
	2
	1
	0
	
	3
	14
	1
	0
	2
	0
	1
	22
	2
	1
	0
	1
	1

	7
	0
	1
	0
	2
	1
	15
	1
	0
	2
	1
	1
	23
	2
	1
	0
	2
	1

	8
	0
	1
	2
	0
	1
	16
	1
	2
	0
	1
	1
	24
	2
	1
	2
	0
	1


The minimum number of series 
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Step 6. Go to step 3.

Step 7. The end.

The solution of the mentioned steps for constructing the multiply of standard sequences are considered [5].
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For example, for А = {a1, a2, a1, a2, a3, a2, а3}, ( = {2, 3, 2} and ( = {5, 4, 3} there are 24 variants (3, 12) of sequences, the composition of which is given in table 6.
Table 6. Composition of sequences
	№
	v1
	v2
	v3
	v4
	v5
	v6
	v7
	№
	v1
	v2
	v3
	v4
	v5
	v6
	v7
	№
	v1
	v2
	v3
	v4
	v5
	v6
	v7

	1
	4
	2
	1
	1
	2
	1
	1
	9
	1
	1
	4
	2
	2
	1
	1
	17
	3
	1
	2
	1
	2
	2
	1

	2
	4
	2
	1
	1
	1
	1
	2
	10
	1
	1
	4
	2
	1
	1
	2
	18
	3
	1
	2
	1
	1
	2
	2

	3
	4
	1
	1
	2
	2
	1
	1
	11
	1
	1
	4
	1
	2
	2
	1
	19
	2
	2
	3
	1
	2
	1
	1

	4
	4
	1
	1
	2
	1
	1
	2
	12
	1
	1
	4
	1
	1
	2
	2
	20
	2
	2
	3
	1
	1
	1
	2

	5
	4
	1
	1
	1
	2
	2
	1
	13
	3
	2
	2
	1
	2
	1
	1
	21
	2
	1
	3
	2
	2
	1
	1

	6
	4
	1
	1
	1
	1
	2
	2
	14
	3
	2
	2
	1
	1
	1
	2
	22
	2
	1
	3
	2
	1
	1
	2

	7
	1
	2
	4
	1
	2
	1
	1
	15
	3
	1
	2
	2
	2
	1
	1
	23
	2
	1
	3
	1
	2
	2
	1

	8
	1
	2
	4
	1
	1
	1
	2
	16
	3
	1
	2
	2
	1
	1
	2
	24
	2
	1
	3
	1
	1
	2
	2


Serial sequence of plans MFE have features, due to the properties of these plans. When 
[image: image162.wmf]2

=

r

 
alphabet 
[image: image163.wmf]W

 consists of two symbols 
[image: image164.wmf]{

}

2

1

,

w

w

=

W

, which alternate in sequence. Plans for MFE in which factors take two values, the alphabet is: 
[image: image165.wmf]{

}

1

,

1

+

-

=

W

.

When 
[image: image166.wmf]k

 factors and number of levels 
[image: image167.wmf]2

=

r

 the number of experiments 
[image: image168.wmf]k

n

2

=

. We denote the number of series is formed by the symbols «–1» through 
[image: image169.wmf]-

g

, and educated symbols «+1» through 
[image: image170.wmf]+

g

; the number of symbols «–1» in the sequence we denote by 
[image: image171.wmf]-

l

, and symbols «+1» – through 
[image: image172.wmf]+

l

. Multiply ( = {( (, ( +} і ( = {((, (+} have the following properties:

[image: image173.wmf]h

k

=

+

=

=

+

-

-

+

-

g

g

l

l

,

2

1

. The minimum number of series 
[image: image174.wmf]2

min

=

h

, and the maximum number of series 
[image: image175.wmf]2

/

max

n

h

=

. The value 
[image: image176.wmf]-

g

і 
[image: image177.wmf]+

g

 depends on the value 
[image: image178.wmf]h

 and type in the model structure sequence 
[image: image179.wmf]A

. In table 7 it shows examples of typical structures (2, 8) of sequences.
	№
	a1
	a2
	a3
	a4
	a5
	a6
	a7
	a8
	№
	a1
	a2
	a3
	a4
	a5
	a6
	a7
	a8

	1
	–1
	+1
	
	
	
	
	
	
	8
	+1
	–1
	+1
	–1
	+1
	
	
	

	2
	+1
	–1
	
	
	
	
	
	
	9
	–1
	+1
	–1
	+1
	–1
	+1
	
	

	3
	–1
	+1
	–1
	
	
	
	
	
	10
	+1
	–1
	+1
	–1
	+1
	–1
	
	

	4
	+1
	–1
	+1
	
	
	
	
	
	11
	–1
	+1
	–1
	+1
	–1
	+1
	–1
	

	5
	–1
	+1
	–1
	+1
	
	
	
	
	12
	+1
	–1
	+1
	–1
	+1
	–1
	+1
	

	6
	+1
	–1
	+1
	–1
	
	
	
	
	13
	–1
	+1
	–1
	+1
	–1
	+1
	–1
	+1

	7
	–1 
	+1
	–1
	+1
	–1
	
	
	
	14
	+1
	–1
	+1
	–1
	+1
	–1
	+1
	–1


The analysis of table 7 showed that the value (( and (+  depends on that what value h – even or not even. In table 8 it shows the values (( and  (+  depending on the values h and type in the model structure of the sequence (A).


Table 8. Values of (( и (+  depending on the value h and type in the model structure 
sequence А
	h
	А
	((
	(+

	2((,

( = 1,..., 2k–1
	–1, +1, ... , –1, +1
	h/2
	h/2

	
	+1, –1, ... , +1, –1
	h/2
	h/2

	h = 2((+1,

( = 1,..., 2k–1 –1
	–1, +1, ... , +1, –1
	[h/2] + 1
	[h/2]

	
	+1, –1, ... , –1, +1
	[h/2]
	[h/2] + 1
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To construct a set of model structures 
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 sequences it is necessary to form a sequence of the following form:
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In table 9 it shows examples of sequences of factor levels’ changes of plans MFE for k = 3.
	h
	A
	V

	2
	–1,+1
	 (4, 4) 

	2
	+1,–1
	 (4, 4) 

	3
	+1,–1,+1
	 (2, 4, 2),   (1, 4, 3),   (3, 4, 1)

	3
	–1,+1,–1
	(3, 4, 1),   (2, 4, 2),   (1, 4, 3)

	4
	–1,+1,–1,+1
	 (1, 2, 3, 2),  (2, 3, 2, 1),  (3, 2, 1, 2),  (1, 3, 3, 1),  (1, 1, 3, 3),  
(2, 1, 2, 3),  (3, 1, 1, 3),  (2, 2, 2, 2),  (3, 3, 1, 1)

	4
	+1,–1,+1,–1
	(1, 2, 3, 2),   (2, 2, 2, 2),  (3, 2, 1, 2),  (3, 3, 1, 1),  (2, 3, 2, 1), 
 (2, 1, 2, 3),  (1, 1, 3, 3),  (3, 1, 1, 3),  (1, 3, 3, 1)

	5
	–1,+1,–1,+1,–1
	 (1, 3, 1, 1, 2),  (1, 1, 1, 3, 2),  (1, 2, 1, 2, 2), 

 (1, 2, 2, 2, 1),  (1, 1, 2, 3, 1),  (2, 1, 1, 3, 1), 

 (2, 2, 1, 2, 1),  (1, 3, 2, 1, 1),  (2, 3, 1, 1, 1) 

	5
	+1,–1,+1,–1,+1
	 (1, 2, 1, 2, 2),  (1, 1, 1, 3, 2),  (1, 1, 2, 3, 1), 

 (2, 1, 1, 3, 1),  (2, 2, 1, 2, 1),  (2, 3, 1, 1, 1), 

 (1, 2, 2, 2, 1),  (1, 3, 1, 1, 2),  (1, 3, 2, 1, 1) 

	6
	–1,+1,–1,+1,

–1,+1
	 (1, 2, 1, 1, 2, 1),  (1, 2, 2, 1, 1, 1),  (1, 1, 1, 1, 2, 2),  

 (1, 1, 2, 1, 1, 2),  (2, 1, 1, 1, 1, 2),  (2, 2, 1, 1, 1, 1), 

 (2, 1, 1, 2, 1, 1),  (1, 1, 2, 2, 1, 1),  (1, 1, 1, 2, 2, 1)

	6
	–1,+1,–1,+1,

–1,+1
	 (1, 1, 1, 2, 2, 1),   (1, 2, 1, 1, 2, 1),  (1, 2, 2, 1, 1, 1), 

 (2, 2, 1, 1, 1, 1),  (1, 1, 2, 1, 1, 2),  (1, 1, 1, 1, 2, 2), 

 (2, 1, 1, 2, 1, 1),  (1, 1, 2, 2, 1, 1),  (2, 1, 1, 1, 1, 2) 

	7
	–1,+1,–1,+1,

–1,+1,–1
	 (1, 1, 1, 2, 1, 1, 1),  (1, 1, 1, 1, 1, 2, 1), 

 (1, 2, 1, 1, 1, 1, 1) 

	7
	+1,–1,+1,–1,

+1,–1,+1
	 (1, 1, 1, 2, 1, 1, 1),  (1, 1, 1, 1, 1, 2, 1), 

 (1, 2, 1, 1, 1, 1, 1) 


The software is developed to automate the process of analysis of serial sequences and the construction of catalogues of typical representatives [6].

Conclusion. Developed a theory is based on the combinatorial representation of plans in the form of serial sequences for the formal submission of plans of multifactorial experiment, taking into account the change order of factors’ levels. We researched the properties of serial sequences, performed operations on them, developed a procedure for their construction. It is shown that by changing the order of implementation experiences the form of the sequence and the total cost of the experiment change. For the specified presentation the task of finding the optimal plan of multifactorial experiment is reduced to the construction of many typical plans with a minimum number of changes in the factors’ levels and the identification of a number of serial sequences, on the basis of which these plans are constructed. And then the search for the optimal MFE plan for a given value of levels’ changes is spended among the standard options, the number of which is significantly less than the total number of possible plans of multifactor experiments.
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